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Abstract 

The classification of university teachers' performance is related to the rights and in-
terests of each teacher's future development. Generally, universities allow teachers to 
perform self-evaluation. However, self-evaluation may show higher tolerance, lower 
variability, and more errors compared with the evaluation conducted by their super-
visors, peers or others. Therefore, the classification of teachers' performance cannot 
really show the ranking of teachers' performance. The main purpose of this study is to 
design an effective classification method to assess university teachers' performance. 
In this study, 101 teachers' performance scores with respect to research, teaching and 
service in the university were simulated. The scores of each teacher were subtracted 
from the highest score of each group. The following two steps were performed: (1) 
grouping was implemented based on the characteristic that the weight of CCR model 
variable of Data Envelopment Analysis was "0"; (2) 0-1 programming assignment 
method was used to classify the performance in terms of research, teaching and ser-
vices for teachers who failed to be grouped in the above steps. Based on the charac-
teristic of CCR mode weight of "0" in the Data Envelopment Analysis, 95 teachers 
were grouped according to the CCR model after three times of grouping, and the re-
maining 6 teachers were grouped based on the 0-1 programming assignment method. 
The contribution of this study is that it replaced the z-score method with the assign-
ment method, which features that data do not need to conform to the normal distribu-
tion and provides more functions (such as multiple-principle programming) than the 
z-score distribution. 

Keywords: classification, Data Envelopment Analysis (DEA), assignment method 
 
 
 

 
 
 



2021-1189 IJOI 
https://www.ijoi-online.org/ 

 
The International Journal of Organizational Innovation 

Volume 14 Num 2, October 2021 

231 

Introduction 
 

Arreola (2004) suggested that for a 
diversified teacher evaluation system, it 
was necessary to emphasize the tech-
nology of good evaluation and the estab-
lishment of common value standards. 
According to Barr & Jones (1958), the 
prediction and measurement of teachers’ 
performance was a process to properly 
assess the differences between the target 
characteristics of the subjects. The eval-
uation of teacher performance is based 
on teacher performance standards, which 
is a process of systematically collecting 
data on teacher performance and making 
further judgments and decisions 
(Braskamp & Ory, 1994; Iwanicki, 1990; 
Sun, 2007). Cashin (1996) indicated that 
the teacher performance evaluation sys-
tem must have the following character-
istics: (1) the need to define the evalua-
tion system; (2) the interpretation of 
relevant plans and job responsibilities; 
(3) the selection of professional per-
formance indicators; (4) the establish-
ment of professional performance stan-
dards; and (5) the collection of relevant 
professional performance documents. 

 
Since 1970, a lot of literature has 

studied teacher evaluation systems based 
on diverse principles and the evaluation 
criteria for university teachers at least 
involve the aspects of research, teaching, 
services and even counseling, because 
nowadays university teachers assume 
these types of roles and tasks (Johnson 
et al., 1998; Cui, 2018). 

 
    Arreola (2004) established a 
teach-research-service ternary model for 
university teachers, studied the parame-
ter values of the three models, and fur-
ther defined the concept and connotation 
of teaching, research and services. 
Therefore, evaluation standards and in-

dicators at home and abroad for the per-
formance of university teachers are 
based on these three dimensions. 
 

The evaluation of university teach-
ers needs a theory-based and systematic 
model. Different evaluation standards 
have different dimensions and meas-
urement methods which were used to 
calculate different degrees of adaptabil-
ity and complexity. Most of the literature 
on the effectiveness and correctness of 
teacher evaluation focuses on teacher 
classification (grade) and performance 
ranking, or emphasizes the weighted re-
search of teaching, research and service. 
Chen (2005) took teacher promotion as 
an example to calculate and rank teach-
ers' total performance in research, 
teaching and services based on multiple 
criteria with different units of calcula-
tion, grey related data preprocessing and 
VIKOR method, all of which focused on 
the calculation and ranking of teacher's 
total performance. Peng (2006) believed 
that research, teaching and service 
should be allocated with the equal 
weight for teacher evaluation.  

 
Sammis et al. (2006) formulated a 

performance matrix model based on 
weighted items such as faculty classifi-
cation, work content, and the time spent 
on teaching, research, and services. 
However, the viewpoint proposed by 
Salomon et al. (2016) that "faculty 
evaluation must recognize the broad 
definitions of teaching, scholarship, and 
service require more flexible and holistic 
evaluation approaches" has become an 
emerging consensus and been widely 
accepted for faculties' performance 
evaluation. Nonetheless, the academia 
has not reached a conclusion as how to 
set out proper scores of the weighted 
items. The disadvantages of the above 
methods are illustrated as follows: (1) 
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only focus on the total score and ranking 
of teacher performance; and (2) empha-
size the proportion of each performance 
item without scientific basis. Based on 
Hill et al. (2013), teacher evaluation 
systems should focus on improving 
teachers' professional expertise and pro-
viding learning opportunities that can 
foster their competence. Liu et al. (2019) 
highlighted that faculty performance 
evaluation should focus on helping them 
to improve and providing feedback on 
their professional development. 

 
Previous studies have paid little at-

tention to whether teachers are properly 
classified into different professional 
categories. To provide teachers with 
constructive, personalized and insightful 
feedback on their professional develop-
ment, this study proposed an effective 
classification method for performance 
evaluation. 

 
   The following sections in this paper 
are organized as follows: Section 2 is the 
literature review; Section 3 presents the 
research method; Section 4 discusses the 
case analysis; and Section 5 illustrates 
the conclusions. 
 

Literature Review 
 

Classification is used for various 
purposes in different areas of our daily 
lives. For example, business, credit 
forecasting, educational administration, 
medical diagnosis, ranking and man-
agement of various professional opera-
tions all involves classification, which 
provides the basis for researchers or 
practitioners to conduct the subsequent 
evaluation, ranking, and decision- mak-
ing. At present, the classification re-
search focuses on artificial intelligence, 
machine learning, data mining and other 

fields. Several typical classification 
methods are as follows: 

 
As defined by Lance & Williams 

(1967) and Jain & Dubes (1988), the 
classification problem is exclusive and 
non-exclusive, intrinsic and extrinsic, 
hierarchical and non-hierarchical. Bana 
e Costa (1992) divided the classification 
problems into simple nominal classifica-
tion and sequential classification. Al-
though a lot of literature put forward dif-
ferent classification methods, data min-
ing is the main classification technology: 

 
    Bayesian Classifier 
 
Bayesian Classifier is a statistical 

probability classification method, which 
predicts the key eigenvalues. Based on 
the conditional probability in the catego-
ries (Duda, 1973), it mainly predicts the 
probability that an object belongs to a 
certain category and can construct the 
classification within a relatively short 
time (Friedman et al., 1997; Han & 
Kamber, 2006). Such techniques are 
significantly limited by the independ-
ence among all the sample attributes. 
Due to the correlation between samples, 
the accuracy of the classification model 
will decrease. 

 
   Logistic regression 
 
The relationship between the clas-

sification dependent variable and one or 
more independent variables is usually 
measured with a 0-1 model, based on 
one or more predictive variables (such 
as features) to estimate the probability. 
Features can be classified or continuous 
(Hilbe, 2009; Han & Moraga, 1995; 
Khairunnahar et al., 2019), but there ex-
ist limits. Khairunnahar et al. (2019) 
normalized the problems existing in the 
classification algorithm of logistic re-
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gression, but the exact relationship be-
tween weight factors and data set size 
still cannot be effectively obtained in 
their studies. 
 

Linear Regression 
 

Linear regression has the short-
coming of over-fitting (Bartlett et al., 
2020), which means, it is too accurately 
matched with a specific data set to pre-
dict future observation results (Hawkins 
et al., 2003). In addition, it needs to deal 
with outliers and cannot predict more 
complex problems. 
 
    Support Vector Machine 
 

It is a binary classification (Hastie, 
2009), which has also been employed in 
the field of machine learning and graph-
ic classification (Osuna et al., 1997). Its 
main disadvantage is that it is sensitive 
to missing data values (outliers, missing 
values), and requires a large amount of 
repeated calculation (Vapnik et al., 1995, 
1997). 

 
           Decision tree 
 

It is difficult to control the size of 
the tree during the decision tree con-
struction. Many researchers have tried to 
improve it by using various pruning 
methods to avoid over-fitting, which 
leads to the construction of the decision 
tree to be divided into two steps, namely 
modeling and pruning. It takes much 
time to build a concise decision tree step 
by step (Bramer, 2002). 

 
Artificial Neural Network  

and Genetic Algorithm 
 

Such models address schema clas-
sification. One of the disadvantages of 
such an intelligent model is that the re-

sults are often complicated. Both ANN 
and GA have their own limitations: 
firstly, their effectiveness depends on 
the quality and accuracy of the input da-
ta sets; secondly, it requires a large 
amount of calculation work to minimize 
the over-fitting problem (Singh et al., 
2009). One of the major drawbacks of 
the genetic algorithm is its high compu-
tational cost (Dutta, 2020). 
 
     Data Envelopment Analysis      
 

Charnes et al. proposed the CCR 
performance evaluation model i n 1978 
and 1979, which emphasized the "hy-
pothesis on constant returns to scale", 
namely, every increase in investment 
leads to an increase in output. 

 
     The linear programming of the 
CCR model for input-oriented DEA is as 
follows (Charnes et al., 1978): 
 

 

 

 

              …………………. (1) 
 
    Assignment classification 
 
The basic mathematical model of "0-1 
integer linear programming" (Geoffrion 
& Marsten, 1972) is as follows: 
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s. t.                       

 

 

 
 is the energy of Class j assigned to 

the i-th element; m is the number of 
groups classified; n is the element of all 
classifications.  
 
    Tools or algorithms have been 
proposed in the above literature. In fact, 
each algorithm has its own advantages 
in certain properties, but they also have 
limitations, and even have different 
problems when using other types of data. 
According to the research content, the 
following research methods are pro-
posed in this study. 
 

Research Method 
 
Universities do not specify how to 

implement performance scores for uni-
versity teachers. Usually, performance 
scores and the classification methods are 
decided by the teachers of each univer-
sity based on their particular specialties. 
However, in terms of the overall devel-
opment of the university, it is not desir-
able to create excessive bias in the 
grouping of "research", "teaching" and 
"service". To this end, this study pro-
poses the following implementation 
process. 

 
1. The R&D Department of the uni-

versity collects the performance of 

teachers. 
 
2. The CCR-DEA model (e.g. Eq. 1) is 

adopted to implement teacher per-
formance classification. 

 
(1) The scores of each teacher are sub-

tracted from the highest scores of 
each group, and the three scores of 
each teacher are calculated as fol-
lows: 

         denotes 

n teachers;  A, B, C are 
the classification of three kinds of 
performance;  is the highest 

score in Class r;  is the i-th 
teacher's score of Class r.  

 
(2) According to the three scores of 

each teacher  are 
output variables, and input variables 
are set as “1” to evaluate CCR effi-
ciency. 

  
(3) In the CCR model analysis, if the 

weight  of one item is "0", the 
teacher will be assigned to Group r, 
where r .   

 
(4) If none of the variable weights are 

"0", or there are more than two var-
iable weights are "0", the assign-
ment is based on the method for 
problem assignment. 

 
3. If there are S teachers who cannot 

be grouped, they are classified as 
S×3 matrix, and then 0-1 assign-
ment problem classification is im-
plemented. 
 

Case Analysis 
 
Regarding research, teaching, and 

services, teachers in colleges and uni-
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versities have different grading methods 
and different weights. The analysis pro-
cess of the study is as follows: 
 

This study focuses on establishing 
an analytical model to simulate the 
scores of "research", "teaching" and 
"service" of 101 university teachers. The 
teachers are graded using the CCR-DEA 

model, and the teacher performance 
classification is implemented as follows: 

The scores of each teacher are sub-
tracted from the highest scores of each 
group. The results of repeated grouping 
are shown in Tables 1-3. 

 
Table 1. The first grouping results of the CCR model 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 

 
 
 
 
 
 
 
 

 
Note. A, B, and C represent the three categories of 

research, teaching and services for university teachers. 
 

A total of 101 teachers were 
grouped by the repeated CCR model 
with the variance weight of 0, 95 
teachers were assigned, and 6 teachers 
were not assigned. Simply put, if none 
of the variable weights are "0", or there 
are more than two variable weights are 
"0", the assignment is carried out ac-
cording to the assignment problem". 
The classification scores of research, 

teaching and services of the 6 teachers 
who have not completed grouping are 
listed as an 6×3 matrix: 
 

The classification results after 0-1 
programming assignment method are 
shown in Table 4. 
 

After simulating the scores of 101 
teachers in various specialties, the 

 

No. Group No. Group No. Group No. Group No. Group 

1 A 21  41 B 61 B 81 C 

2  22  42 C 62  82 C 

3  23 B 43  63 C 83  

4  24 B 44 C 64 B 84  

5 C 25 B 45  65 A 85 A 

6  26 A 46 B 66  86 C 

7 B 27  47  67  87 B 

8  28  48 B 68 B 88 B 

9 B 29  49 B 69  89 B 

10 C 30 B 50 B 70 B 90  

11  31  51  71 B 91  

12  32 C 52  72 B 92 C 

13 C 33 B 53 B 73 A 93  

14  34 B 54  74  94  

15  35  55 B 75 C 95  

16 B 36  56  76 B 96 B 

17 B 37 C 57  77  97 B 

18 B 38  58 B 78  98  

19 B 39  59 B 79 C 99  

20  40 C 60 B 80  100  

        101 B 
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Table 2. The second grouping results of the CCR model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Note. A, B, and C represent the three categories of 

research, teaching and services for university teachers. 

 
 

weight of the variables in the repeated 
CCR model was "0". After grouping in 
research, teaching and services, 6 
teachers failed to be grouped and 13 
variables were obtained. They were 
grouped by 0-1 programming assign-
ment method. 
 

Conclusions 
 

In this study, CCR model and 0-1 
programming assignment method 
were used as the best performance 
classification tool for university 
teachers. The main advantage of the 
CCR model is that it can be used as a 
basis for the classification of per-
formance according to the merits of 
each teacher. However, the CCR 
model often results in the phenome-
non that the weight variable is "0", 

which is a problem for CCR research-
ers. In this study, the disadvantage of 
the variable weight being "0" turned 
into a useful classification method. If 
the 0-1 assignment method is applied 
completely to this study, the number 
of people in each category will have to 
be assigned by the researcher, making 
this classification not objective. In ad-
dition, if this study only adopted 0-1 
programming assignment method for 
all the classification, 101 variables and 
407 constraints will be generated. The 
huge data will cause troubles in opera-
tion. In order not to produce too many 
variables and constraints, this study 
first adopted the repeated CCR model, 
and classified most of the teachers 
according to the CCR model with the 

No. Group No. Group No. Group No. Group No. Group 

1  21  41  61  81  

2  22  42  62 A 82  

3 A 23  43 B 63  83 B 

4 B 24  44  64  84 A 

5  25  45  65  85  

6 B 26  46  66 A 86  

7  27  47 A 67  87  

8 A 28 B 48  68  88  

9  29 A 49  69 C 89  

10  30  50  70  90 B 

11 A 31  51  71  91 B 

12  32  52  72  92  

13  33  53  73  93 B 

14  34  54  74 B 94 B 

15  35  55  75  95  

16  36  56  76  96  

17  37  57 B 77  97  

18  38 B 58  78 B 98 B 

19  39  59  79  99 B 

20    40  60  80  100 B 

        101  
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Table 3. The third grouping results of the CCR model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Note. A, B, and C represent the three categories of 

 research, teaching and services for university teachers. 

 
 

Table 4. Six teachers assigned by "0-1 programming" 
 

 
 
 
 
 
 
 
 
 

 
 
 

 
 
variable weight of "0". The remaining 
teachers who could not get the weight 
of "0" were classified by 0-1 pro-
gramming assignment method. The 
reason why this study employed 0-1 
programming for problem assignment  

 
 
is that 0-1 programming method pro-
vides special integer programming for 
decision variables (could be captured  
as 0 or 1) and its calculation process is 
a special case of linear programming. 

 

No. Group No. Group No. Group No. Group No. Group 

1  21 B 41  61  81  

2 A 22  42  62  82  

3  23  43  63  83  

4  24  44  64  84  

5  25  45 B 65  85  

6  26  46  66  86  

7  27 B 47  67 C 87  

8  28  48  68  88  

9  29  49  69  89  

10  30  50  70  90  

11  31 A 51 B 71  91  

12  32  52 B 72  92  

13  33  53  73  93  

14 B 34  54  74  94  

15 B 35  55  75  95 B 

16  36 B 56  76  96  

17  37  57  77 B 97  

18  38  58  78  98  

19  39 B 59  79  99  

20 B 40  60  80  100  

        101  

No. A B C Group 

12 535 195 5  A 

22 301 19 99  A 

35 15 160 189  C 

54 150 56 176  C 

56 600 67 96  A 

80 56 79 153  C 
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    The grouping results of case 
analysis are mainly about teaching, 
which is in line with the fact that most  
teachers devote themselves to teaching, 
and their efforts and outstanding per-
formance are also reflected in teach-
ing. 
 

Based on our previous study on 
the application of the CCR model and 
z-score to classification method, it is 
discovered that z-score will be con-
fined to the normal distribution of data 
in terms of classification. To corre-
spond to this disadvantage, this study 
proposed the classification conditions 
under the CCR model and assignment 
method without the need to satisfy the 
normal distribution of data. Moreover, 
the assignment method can be used for 
multiple-principle programming func-
tion, which enjoys broader application 
compared with z-score. 
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